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Artificial Intelligence  

By David Bann1 and Liam Wright1  

This Methods Futures Briefing focuses on Artificial Intelligence (AI), a rapidly developing technology that will 

purportedly revolutionize society and science. We give an overview of recent advances, outline some potential 

future scenarios, and discuss the opportunities and challenges for social science that AI presents—focusing 

particularly on generative AI (GenAI). This briefing was written jointly by the authors; readers can compare with 

briefings entirely written by GenAI systems here; and listen to an AI generated podcast based on this briefing here. 

What is AI in the current 

context?  

The recent explosion in AI capability has centred around 

the development of large language models (LLMs). 

LLMs are a type of AI that generate outputs (usually 

text) based upon prompts and are typically accessed via 

chatbot interfaces (e.g., ChatGPT, DeepSeek). Initially 

limited to text, leading AI models are now multimodal 

and work with text, image, and voice prompts. They are 

also increasingly integrated into software, connected to 

the internet, capable of writing and executing code and 

of analysing large documents. This means they can be 

used to search the internet, perform and interpret data 

analyses, summarise and query new information, and 

be used to write and edit documents. 

LLMs are trained on the vast database on content 

containing a large chunk of the internet, including 

academic publications, and currently in the order of 

trillions of words. Leading LLMs pass versions of the 

‘Turing test’: producing text responses in a way that are 

indistinguishable from humans. Major LLMs now meet 

or exceed average human performance in a range of 

specialised cognitive tasks (Perrault and Clark, 2024), 

including those related to language, logical problem 

solving, maths and code generation; the very skills 

which social researchers require. Recent models have 

also improved at reasoning (Guo et al., 2025) and there 

are AI systems which have been optimised for specific 

purposes, e.g., for drug development, solving 

mathematical problems, and so on. 
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So far, LLMs capabilities have scaled with the size of 

training runs, and enormous sums are spent on their 

development. However, even if no more powerful 

models were trained, we may expect further 

improvements as models are ‘unhobbled’ through the 

discovery of algorithmic and other improvements 

lowering costs and releasing latent capabilities.  

Possibilities for social science 

AI to help undertake research 

AI tools can be incorporated—with varying degrees of 

success—into all aspects of the social scientist’s 

workflow. Errors notwithstanding, there is already great 

potential to increase productivity in research (see 

Resources section). AI can speed up learning new 

methods (Yan et al., 2024), writing tasks (Noy and 

Zhang, 2023), and coding tasks (Cui et al., 2024). 

Meanwhile, tools for literature reviews are developing, 

yet ‘hallucinations’ (erroneous references) remain a 

concern. AI can also aid in more quotidian tasks, such 

as grant applications and funder reports. The tantalising 

prospect is a future where researchers—who, some 

estimates suggest, spend 40% of their time on admin at 

present—spend more time focusing on research and 

undertake more creative, ambitious projects. 

Additionally, social scientists are increasingly expected 

to have broader societal impact from their research—a 

drive which is not without criticism (Bann et al., 2024). 

AI can help here too: for example, by creating blogs, 

podcasts, or data visualisers with simple plain English 

https://osf.io/ew6z8/
https://notebooklm.google.com/notebook/65de1b2f-235b-4542-b806-4c63cff5f989/audio
https://openai.com/index/chatgpt/
https://www.deepseek.com/
https://lmarena.ai/
mailto:david.bann@ucl.ac.uk
https://epochai.org/blog/how-much-does-it-cost-to-train-frontier-ai-models
https://situational-awareness.ai/
http://sites.nationalacademies.org/xpedio/groups/pgasite/documents/webpage/pga_087667.pdf


 

 

 

prompts. Again, this may enable greater focus on 

research.  

Current tools are akin to capable colleagues who often 

need careful direction and may, like all human 

colleagues, make mistakes. Increasing progress seeks 

to increase their utility and reduce error rates further. 

Unlike human colleagues, their response is effectively 

immediate, available 24/7, and at negligible cost. 

Ambitious projects which in the past required lengthy 

grant applications to fund the labour of junior research 

assistants may be looked back upon as archaic; the 

promise of AI is more efficient and cheaper 

research, enabling ambitious research to be 

undertaken by junior scholars or those in resource-poor 

settings. In-person access to experts or senior mentors 

is another resource which is inequitably distributed in 

academia—AI can be used as a colleague to seek 

advice on issues ranging from statistics or career 

advice, and to stimulate the creative process in 

research. 

Humans are currently required to be ‘in-the-loop’ to 

check AI outputs and guide their implementation. The 

degree of oversight required varies across tasks, though 

investing time improving prompts (prompt engineering; 

(Schmidt et al., 2024; Sahoo et al., 2024) yields better 

results. Eventually, particularly if AI advances continue, 

large fractions of the scientific workflow—idea 

generation, literature review, analysis, write-up and 

review—could be semi- or even fully-automated. Recent 

work uses multiple AI ‘agents’ to form AI research 

assistants (Schmidgall et al., 2025) or co-scientists. 

Fully automated systems have been recently used in 

computer sciences and seemingly yield moderate-

quality full publications (Lu et al., 2024). Artificial 

General Intelligence (AGI) would likely increase total 

research productivity, but could reduce demand for 

(human) researchers, and substantially change the job 

market (see below). 

AI as a tool for social scientific inquiry 

AI models can also be used to analyse the increasing 

vastness of data we obtain in the social sciences 

(‘omics, wearable technology, etc.). Some of the major 

scientific findings in other fields have arisen from AI-

driven computational approaches to analyse very large 

datasets (e.g., the solving of protein folding) (Jumper et 

al., 2021). LLMs are beginning to be adopted as a 

statistical method for analysing social scientific 

datasets: for instance, the Life2Vec team (Savcisens et 

al., 2024) trained an LLM on life course sequences in 

administrative data and achieved accurate predictions. 

As algorithms that turn text into numerical 

representations, LLMs can also be used to bridge the 

gap between qualitative and quantitative analyses, 

converting text into variables – a recent analysis 

(Wolfram et al., 2024) of ~10k essays in a large birth 

cohort used GPT-4 to represent the content of these 

essays, data that was then used in regression models. 

Similar methods for extracting meaning from text have 

also been used to create tools that identify semantically 

similar items across surveys (e.g., where different 

languages were used), holding promise for cross-

context or harmonisation work. 

AI for research infrastructure and data collection 

AI can also increase the efficiency of tasks involved in 

designing and delivering the underlying data for social 

science research. For example, testing and designing 

questionnaires, and participant-facing materials for 

surveys. Prosaically, this may be by searching existing 

literature to identify widely adopted and 

psychometrically valid survey instruments used in a 

domain. More inventively, AIs can be used to generate 

practice participants prior to a studies’ roll-out; a recent 

study used AI generated characters that behaved 

similarly to humans in experiments (Mei et al., 2024).  

With online experimental platforms, AGI may enable 

entire experimental protocols to be designed and 

delivered with simple plain English instructions. Further, 

AIs could be used as (low cost) interviewers 

themselves, asking relevant follow-up questions based 

on prior responses (including, in longitudinal studies, 

from prior survey sweeps) and a dynamically updating 

model of uncertainty about the interviewee. Just as AI is 

being used to help design efficient computer chips, so 

AI can be used to help us design more efficient and 

robust systems for undertaking quantitative social 

science—including infrastructure such as Trusted 

Research Environments.  

Concerns for social science  

Career incentives can reward publishing an abundance 

of papers. For science, the challenges of AI include a 

potential further proliferation in scientific papers—

arriving into a system which is struggling with growth of 

paper submissions (Hanson et al., 2024) far outstripping 

growth of human scientists. An increase in low quality 

papers may also occur—as occurred previously with 

the growth of poor quality meta-analyses(Ioannidis, 

2016) and Mendelian Randomisation papers (Tobias et 

al., 2024). These risk damaging the scientific record and 

https://www.penguin.co.uk/books/460207/co-intelligence-by-mollick-ethan/9780753560778
https://www.penguin.co.uk/books/460207/co-intelligence-by-mollick-ethan/9780753560778
https://blog.google/feed/google-research-ai-co-scientist/
https://harmonydata.ac.uk/app/#/
https://harmonydata.ac.uk/app/#/
https://research.nvidia.com/publication/2023-10_chipnemo-domain-adapted-llms-chip-design


 

 

 

trust in science. Nevertheless, profound errors abound 

in the literature already, including irreproducible (Open 

Science Collaboration, 2015) or irreplicable (Trisovic et 

al., 2022) results, errors not caught by reviewers 

(Schroter et al., 2008), p-hacking and publication bias 

(Bruns and Ioannidis, 2016). Mitigations include 

correctly aligning incentives towards higher quality, 

rather than volume, of scientific outputs across the 

world. Familiarity with Open Science practices will 

continue to aid future methodologists to undertaken 

robust, replicable research. 

The nature of quantitative research continues to 

change—from laborious manual calculations of 

underlying algebra to computer-calculated estimates in 

extremely complex analyses obtained almost instantly. 

Where researchers may have previously spent time 

performing calculations manually, they now spend it 

editing and deploying computer code; are any of these 

the optimum use of researcher time, or should they 

instead spend more of their time thinking and interacting 

with data at a higher level? For example, asking a LLM 

in plain English, ‘How does X relate to Y in this 

dataset?’  

Where computers exceed human level competence, we 

typically invest our time elsewhere—for instance, the 

calculator preserves mental effort adults would 

otherwise spend on manual arithmetic. A deeper 

understanding of (1) AI performance and (2) which 

forms of training are truly needed for longer-term 

learning will inform how we modify training in future. 

Responsible, efficient and reflective uses of AI tools 

are new parts of social science training we should 

consider adding to curricula. 

For social scientists, it is challenging to plan when 

developments are rapid and the scope of change is 

uncertain. The window in which any skill is useful 

(including prompt engineering) may now be much 

shorter and, by increasing overall productivity, there 

may be less need for as many researchers. This is 

especially true if one major source of funding, student 

tuition fees, declines as fewer people attend university, 

instead opting, far more cheaply, to use AIs as personal 

instructors. 

Training LLMs uses a great deal of energy and energy 

consumption for simple requests, such as internet 

searches, can require 10-30 times more energy than a 

conventional search engine. More complex queries 

require more energy. When making methodological and 

ethical choices researchers will need to understand and 

consider the environmental and sustainability 

dimensions of GenAI.  

Even where a current AI tool is deeply flawed, 

dismissing its future utility appears unwise. Some tasks 

are more imminently amenable to AI automation than 

others, particularly repetitive tasks or those with large 

quantities of training data. Being nimble and keeping 

abreast of developments may help researchers keep 

track of these changes and inform where we allocate 

our development. Social scientists are needed to both 

understand and deploy AI to better achieve our goals. 

Future 

The implications for social science and methodologists 

depends on AI’s future progress: whether development 

plateaus or human-like ability is achieved on all 

cognitive tasks (Artificial General Intelligence, AGI). 

Well informed researchers differ on their forecast for 

when (or if) AGI will be achieved; many predict over 

50% chance that it occurs within the next 5 years. At 

some point, developments could generate an 

‘intelligence explosion’, with AIs used to spur further 

improvements, leading to an exponential increase in 

intelligence far beyond human capability (Artificial Super 

Intelligence, ASI). 

Selected resources and 

additional reading 

Current resources: 

Major LLMs, which can be used to generate and edit 

text or analytical code using plain language prompts:  

• Open source: DeepSeek, Qwen, Llama, NVLM 

series, Gemma, Mistral. 

o See the hugging face resource.  

o To use locally, see Ollama. 

• Closed source: Chat GPT, Gemini, Claude, 

Grok. 

• Podcasts creation: notebookLLM  

• Code generation: Co-Pilot (note integration 

within R Studio and VS Code). 

• Practical guides to using such tools: Ethan 

Mollick, Prompt Engineering Guide, OpenAI 

Guide and Claude Guide, Google Cloud 

  

https://www.deepseek.com/
https://chat.qwen.ai/
https://www.llama.com/
https://arxiv.org/html/2409.11402v1
https://arxiv.org/html/2409.11402v1
https://blog.google/technology/developers/gemma-open-models/
https://mistral.ai/
https://huggingface.co/
https://ollama.com/
https://chat.openai.com/
https://gemini.google.com/
https://www.anthropic.com/
https://grok.com/
https://notebooklm.google/
https://github.com/features/copilot
https://www.oneusefulthing.org/
https://www.oneusefulthing.org/
https://www.promptingguide.ai/
https://platform.openai.com/docs/guides/prompt-engineering/six-strategies-for-getting-better-results
https://platform.openai.com/docs/guides/prompt-engineering/six-strategies-for-getting-better-results
https://docs.anthropic.com/en/docs/build-with-claude/prompt-engineering/overview
https://www.youtube.com/watch?v=RywP7cCYUWE


 

 

 

Future AI development resources: 

• Ethan Mollick (One Useful Thing, Substack; Co-

Intelligence, Book) 

• Zvi Mowshowitz (Don’t Worry About the Vase, 

Substack) 

• Dan Shipper (AI & I, Podcast) 

• Dwarkesh Patel (Dwarkesh Podcast / The 

Lunar Society, Podcast) 

• Leopold Aschenbrenner (Situational 

Awareness, Monograph) 

• Alexander Kruel (Axis of Ordinary, Substack) 
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